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Social psychologists place high importance on understanding mechanisms and frequently employ mediation analyses to shed light on the process underlying an effect. Such analyses can be conducted with observed variables (e.g., a typical regression approach) or latent variables (e.g., a structural equation modeling approach), and choosing between these methods can be a more complex and consequential decision than researchers often realize. The present article adds to the literature on mediation by examining the relative trade-off between accuracy and precision in latent versus observed variable modeling. Whereas past work has shown that latent variable models tend to produce more accurate estimates, we demonstrate that this increase in accuracy comes at the cost of increased standard errors and reduced power, and examine this relative trade-off both theoretically and empirically in a typical 3-variable mediation model across varying levels of effect size and reliability. We discuss implications for social psychologists seeking to uncover mediating variables and provide 3 practical recommendations for maximizing both accuracy and precision in mediation analyses.
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Understanding mechanisms and process is a central focus of social psychologists, and thus few of us are satisfied with a simple empirical claim that variation in some independent variable \( X \) is related to variation in some outcome variable \( Y \), even if \( X \) is experimentally manipulated. Instead, we often ask, What is the underlying mechanism? The classic tools of mediation analysis proposed by Baron and Kenny (1986) have seemed to provide a good method for finding an answer, but choosing the most appropriate method for testing mediation is a more complex and consequential decision than researchers often realize. Increasingly, the complexity of the assumptions and threats to validity of inferences based on the Baron and Kenny steps have become clear to substantive researchers (see Bullock, Green, & Ha, 2010). In this article, we add to that cautionary literature and provide tools for moving forward in the quest for studying mechanisms.

Baron and Kenny’s (1986) well-known approach asks the researcher to identify and measure an intervening variable, \( M \), which appears to be a consequence of \( X \) and a causal component of \( Y \). For example, Hodson and Costello (2007) used mediation analyses to examine the relation between interpersonal disgust (\( X \)) and attitudes toward immigrants (\( Y \)). They hypothesized that interpersonal disgust would predict social dominance orientation (\( M \)), which would in turn predict more negative attitudes toward immigrants. Social psychologists have used such mediation analyses to elucidate underlying processes with respect to a wide range of variables, examining potential mechanisms for observed relations between attitude commitment and selective judgment, construal level and negotiation outcomes, cultural values and socially desirable responding, implicit prejudice and policy judgments, political ideology and valence asymmetries in attitude formation, and a host of other constructs (e.g., Henderson & Trope, 2009; Knowles, Lowery, & Shaumberg, 2010; Kross, Ayduk, & Mischel, 2005; Lalwani, Shrum, & Chiu, 2009; Pomerantz, Chaiken, & Tordesillas, 1995; Shook & Fazio, 2009).

When carrying out such analyses, psychologists frequently use observed variables (e.g., a simple average of scale items), which are typically entered into a series of regression analyses to test for mediation (e.g., Baron & Kenny, 1986; Kenny, Kashy, & Bolger, 1995; Shook & Fazio, 2003; Kline, 2005, pp. 44, 70–77; MacKinnon, 2008; Shrout & Bolger, 2002; Wegener & Fabrigar, 2000). However, mediation can also be tested with latent variables through structural equation modeling (SEM; see Kline, 2005). Given this choice, which analytic strategy should a researcher use?\(^1\) Statisticians often recommend latent variable models because they allow researchers to adjust for measurement error in the measured variables (e.g., Cole & Maxwell, 2003; Kline, 2005, pp. 44, 70–77; MacKinnon, 2008, pp. 175–176). For exam-
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\(^1\) Observed variable analyses are usually carried out with ordinary least squares regression, but they can also be analyzed with maximum likelihood estimation in structural equation modeling. These estimation methods produce identical results for the coefficients, and so we will treat them as exchangeable in our analyses of observed variables. The key distinction we make in this article is between observed and latent variable models, and in our simulation studies, we hold estimation strategy (maximum likelihood) constant across model types.
ple, Hoyle and Kenny (1999) showed that unreliability in the mediating variable of a three-variable model leads to an underestimation of the mediated effect when analyzing observed variables. Hoyle and Kenny therefore advocated using latent variable models to adjust for the bias produced by measurement error.

If adjusting for measurement error makes the effect size of the mediated path larger, one might expect that it would also increase the power to test this effect. However, the increased accuracy of latent variable models (which often, though not always, produces larger coefficient estimates than those given by observed variable models) is usually accompanied by a decrease in precision. The standard errors of estimates produced by latent variable models can be higher than those produced by observed variable approaches. Indeed, Hoyle and Kenny (1999) noted that the boost to power provided by latent variable models in their study was “minimal” (p. 219). In fact, in some cases, we suspect that latent variable models may actually yield less power than their observed variable counterparts. Somewhat paradoxically, then, latent (vs. observed) variable models could sometimes yield larger but less significant coefficients—increased accuracy but with reduced precision.

Researchers who wish to make an informed decision about which statistical approach to take need to know more about the nature of this accuracy–precision trade-off. Do latent variable models provide much more accurate estimates than observed variable models or just slightly more accurate? Do the standard errors increase dramatically or hardly at all? Which technique is more likely to closely estimate the true relationship between the variables in a given study, and which is more likely to correctly detect an effect by meeting standard cutoffs for significance testing?

To address these questions, we examine a simple three-variable mediation model with a latent variable approach as well as the typical observed variable approach, and we compare both accuracy and precision of estimates. We build on Hoyle and Kenny’s (1999) work and extend it in several ways. First, we specifically investigate the relation of the power of mediation tests to the reduction of bias in latent variable models. Second, we consider the consequences of measurement error in both the independent variable (X) and the proposed mediator (M). For researchers studying individual differences or conducting survey-based research, unreliability of X is likely to be a concern because the primary causal variable of interest is often measured rather than manipulated. Moreover, even within experimental studies, researchers are frequently interested in examining mediation paths between measured variables (e.g., Dovidio, Kawakami, & Gaertner, 2002; Knowles et al., 2010; Pomerantz et al., 1995; Shook & Fazio, 2009; Tormala & Petty, 2002). In practice, then, researchers often examine mediation models in which the predictor variable is measured rather than manipulated, and it is therefore important to understand the effects of measurement error in X on accuracy and precision in estimating mediated effects. Finally, we recommend practical approaches for planning studies and analyzing mediation that help minimize the deleterious effects of measurement error.

Illustrating the Problem of Bias With an Empirical Example

To anchor our discussion in the reality of substantive research on attitudes and social cognition, we begin with an example adapted from the study by Hodson and Costello (2007) mentioned earlier. Figure 1 is a three-variable simplification of a mediation model that Hodson and Costello considered to explain the effects of interpersonal disgust on attitudes toward immigrants. Hodson and Costello reported that for every unit increase in interpersonal disgust (measured with a reliability of $\alpha = .61$), attitudes toward immigrants ($\alpha = .80$) became more negative by $-.31$ units—a statistically significant change. When they examined social dominance orientation (SDO: $\alpha = .89$) as a mediator, they found that interpersonal disgust significantly predicted SDO (path $a = .36$), which in turn significantly predicted attitudes toward immigrants (path $b = -.44$), and that this indirect path ($ab = -.16$) was significant, indicating mediation. The amount of the total effect that is not explained by the indirect effect (calculated as $-.31 - (-.16)$ equals the direct effect of disgust on attitudes toward immigrants ($c' = -.15$).

Although Hodson and Costello (2007) reported that interpersonal disgust (the predictor, X) and SDO (the mediator, M) were not measured with complete reliability, they used observed variables that do not adjust for measurement error in their analyses. According to Hoyle and Kenny (1999), if the reliability of M is ignored, the obtained path from M to Y is $R_M b$ rather than $b$, where $R_M$ is the reliability of the measure of the mediator after partialing out the X variable. Applying their adjustment, we can obtain a ballpark estimate of how biased the coefficients in Figure 1 might be. The partialled reliability of the mediator is .88, and the inferred unbiased estimate of the b effect would be $-.44/0.88 = -.50$, instead of the obtained $-.44$. If we stopped with this informal analysis, we would conclude that the degree of bias is small but that the extent to which SDO mediated the link between disgust and attitudes may have been underestimated.

Hoyle and Kenny (1999) only discussed the effects of unreliability of the mediator, but a number of authors have considered unreliability in a system of equations (e.g., Cohen, Cohen, West, & Aiken, 2003, pp. 55–57; Duncan, 1975, Chapter 9; Heise, 1975, pp. 188–191; Kenny, 1979, Chapter 5). The impact of unreliability of X is complicated. On the one hand, it will generally lead to an underestimation of the effect of X on M (path a in Figure 1) and of the direct effect of X on Y (path $c'$ in Figure 1). On the other hand, because it underestimates the direct effect, it also undercorrects the path from M to Y, and this can lead to an overestimation of the effect of M on Y (path $b$ in Figure 1) in the system of equations.

---

2 Latent variable versus observed variable models are not the only contexts where statisticians confront bias–precision trade-off issues. Statistical texts on estimation (e.g., Mood, Graybill, & Boes, 1974) show how bias and mean square error are distinct features of alternate estimators.

3 We examine these issues in the context of the three-variable model first considered by Judd and Kenny (1981; see also Baron & Kenny, 1986) and further explicated by Hoyle and Kenny (1999) because it simplifies the presentation, but note that we do not necessarily endorse this model for definitive mediation analyses. A number of commentators have noted that the assumptions of the simple model need to be examined seriously, particularly with regard to the independence of the error terms associated with M and Y, and with regard to the need for manipulation of both X and M (see, e.g., Bullock et al., 2010; MacKinnon, 2008; Shrout, 2011; Spencer, Zanna, & Fong, 2005). We take up the issue of how the accuracy–precision trade-off would generalize to more complicated mediation models later in the article.
Because the indirect effect is the product of the two biases, the two biases can sometimes offset each other. An additional consideration is whether standardized or unstandardized coefficients are of interest. When effects are in standardized form, the estimates are affected by the reliability of the outcome as well as the predictors.4 In the Appendix, we provide the equations for calculating the effects of unreliability in X, M, and Y, and we describe a tool that can be downloaded to allow convenient implementation of the equations.

When we use these equations to understand the impact of measurement error in the Hodson and Costello (2007) example, we estimate that the effect of interpersonal disgust on SDO (path a) might be a third larger (.49 rather than .36) if interpersonal disgust had been measured more reliably. However, the overall bias in the estimated effect of SDO on attitudes toward immigrants is offset somewhat by the unreliability of interpersonal disgust as an adjustment variable. The equations in the Appendix suggest that the bias in the estimate of path b is slight, moving from -.44 to -.49, when the full system of variables is taken into account. Both these equations affect the estimates of the indirect (mediated) effect and the direct effect. The indirect effect increases from -.16 to -.24 after adjustment, and the direct effect increases from -.15 to -.18. (Both are able to increase because the total effect increases from -.31 to -.44.) In this particular case, then, the biases created by unreliability of X happen to offset each other, and the interpretation is therefore similar before and after adjustment. There is an effect to be explained, and about half the effect is explained by the mediating variable.

This example illustrates the complexity and interdependence of these biases, but neither it nor the equations in the Appendix necessarily help yield an intuition about the impact of measurement error in X and M. It is possible to develop such intuitions by using a range of different values and making a plot. Building on the Hodson and Costello example, we contrasted two numerical examples that had effect sizes with similar magnitudes for path a (X → M) and path b (M → Y). We further elaborated these examples to have no direct effect of X on Y (c’ = 0) or a medium direct effect of X on Y (c’ = .3). The example representing a medium indirect effect had a = .538 and b = -.538 (so that a*b = .3), and the one representing a large indirect effect had a = .707 and b = -.707 (so that a*b = .5). Using the formulas in the Appendix, we constructed Figure 2 to show the impact of different reliability values for X and M for these four examples in terms of the standardized indirect effect a*b. Note that measurement error has the largest impact when it is the mediator that is poorly measured. The effect of measurement error for the initial X variable is largest when the mediator is measured reliably; this is apparent from the fact that the lines for different X reliability values are more widely spread when R_M is close to 1.0 and draw together as R_M decreases.

Correcting Bias With Latent Variable Models: Theory and Practice

In contrast to the usual observed variable approach to mediation analysis, SEM models that employ latent variables can adjust for measurement error and produce estimates of the direct and indirect effects that are unbiased in very large samples. Figure 3 illustrates the latent variable model. Instead of using a single indicator of the X and M constructs, the researcher defines multiple indicators of each construct, which are represented as latent variables by ovals rather than boxes in Figure 3. These indicators might be alternate forms of measures from the literature, or they might be defined as item parcels from a multi-item measure of a construct (Little, Cunningham, Shahar, & Widaman, 2002). Latent variable models account for measurement error by separating the variance common to all the indicators of a particular construct from the variance unique to a particular indicator (which includes measurement error). This separation allows the definition of the latent variables, which are free from measurement error if the model is properly specified. The latent variables can then be used in the mediation model to produce estimates of direct and indirect effects that in theory have no statistical bias (Hoyle & Kenny, 1999; Kline, 2005). Moreover, the results of some simulation studies seem to suggest that using latent variables will increase path coefficient estimates and therefore increase power (e.g., Coffman & MacCallum, 2005; Stephenson & Holbert, 2003).

However, as mentioned earlier, the standard errors of the unbiased latent variable estimates are often larger than those of the biased estimates produced by observed variable models—a fact that is typically overlooked in discussions of latent variable analyses (DeShon, 2006). This makes inference about mediation more complicated. Although mediation effect estimates will on average be more accurate when using latent variables (vs. observed variables), these estimates will tend to vary more across studies. Thus, in any one particular study, it is possible that the estimates produced by a latent variable approach could vary quite a bit from the average estimate. Moreover, although a latent variable approach can boost power by reducing the attenuation in estimates caused by measurement error, the larger standard errors will reduce power, potentially canceling or even outstripping the power boost provided by a larger estimated effect. This means that an investigator could observe an apparent significant indirect effect based on biased observed variable analyses (e.g., regression analyses) but then find that the larger, unbiased estimate is no longer statistically

4 If the outcome Y is measured with error, its variance increases, and this will affect standardized but not unstandardized coefficients.
significant when a SEM latent variable model is used with the same data.

Just as we can study the expected bias of observed versus latent variable model estimates using statistical theory, so can we study their expected precision. For example, Cohen et al. (2003, p. 87) provided expressions for the expected standard error of observed variable estimates that depend on sample size; the variances of $X$, $M$, and $Y$; and their degree of association. Bollen (1989, p. 134) described more complicated expressions for standard errors for latent variable estimates that are obtained from maximum likelihood methods. In the Appendix, we review these expressions and describe how the asymptotic standard errors can be computed and compared. These are the expected standard errors of the estimates if we knew the true underlying variances and covariances, rather than having to estimate them.

Assessing the Theoretical Accuracy–Precision Trade-Off

The calculations of bias and precision from the Appendix can be used to assess the expected (i.e., theoretical) trade-off between accuracy and precision as one moves from a regression analysis using observed variables to a SEM analysis using latent variables. As in Figure 2, we decided to focus on a few examples that were loosely based on the Hodson and Costello example. We varied the size of the mediated effect ($a/b$) to correspond to Cohen’s (1988) approximations of small, medium, and large effect sizes ($\eta^2 = .1, .3,$ and .5, respectively), and we considered a case in which all the constructs were measured with high reliability ($R = .9$) or moderate reliability ($R = .7$).

To examine the relative bias produced by an observed variable approach, we computed the ratio of the observed variable model’s...
expected estimate to the unbiased values: \( R_{\text{estimate}} = \frac{\text{Estimate}_{\text{observed}}}{\text{Estimate}_{\text{latent}}} \). Population Value. A ratio of 1 would therefore indicate no bias (in other words, across samples, the estimates should accurately center around the true population parameters). The lower this ratio falls below 1, the more biased the observed variable approach that ignores reliability is expected to be (i.e., across samples, the estimates will center around a less and less accurate value). For large samples, \( R_{\text{estimate}} \) describes the ratio of \( \text{Estimate}_{\text{observed}} \) to \( \text{Estimate}_{\text{latent}} \) insofar as \( R_{\text{SE}} \) falls below 1, it suggests that the estimates of the latent variable model are more affected by sampling variation (and are therefore more widely scattered across samples) than those estimated by the observed variable approach that ignores measurement error.

To portray the trade-off between these two aspects of the analysis—accuracy and precision—for estimates of the indirect effect \( \alpha \beta \), we computed \( R_{\text{estimate}} \) and \( R_{\text{SE}} \) ratios for different effect sizes and levels of reliability and plotted these against each other in Figure 4A. If the points in this plot fell on the diagonal, we could infer that the difference in bias between the two approaches was exactly offset by the difference in imprecision. If this were the case, the power of each approach to detect the coefficient would be equal (assuming the test is the usual Wald test of the estimate divided by its standard error). Notably, the ratios in Figure 4A all fall below this diagonal line, indicating that the increased imprecision of the latent variable approach outweighs its reduction in bias. From a purely statistical standpoint then, we should expect latent (vs. observed) variable approaches to be more accurate but less powerful.

A Gap Between Theory and Practice: The Issue of Small Samples

Figure 4A is based on statistical theory that assumes sample size is not important. However, in practice, sample size can have substantial consequences for the validity of statistical inferences based on these two methods. Under certain assumptions, inferences for observed variable analyses (e.g., regression analyses) are valid for small sample sizes, but inferences for latent variable analyses assume large samples (Bollen, 1989; Kline, 2005). More specifically, significance tests for observed variable methods are appropriate for small samples if the residuals are independent and normally distributed; the conventional degrees of freedom in the \( t \) and \( F \) tests explicitly take the small samples into consideration (Cohen et al., 2003, pp. 88–90). Significance tests for latent variable methods, on the other hand, assume large samples with 25 or 50 observations. This result led Hoyle and Kenny (1999) to recommend that investigators aspire to obtain sample sizes of at least 100 when planning to use SEM latent variable models to adjust for statistical bias in mediation analysis.

Because latent variable analyses can become unstable when applied to the sample sizes that are often used in social psychology, we cannot be confident that the asymptotic results we just reviewed apply to real-world empirical studies. To determine whether the same trade-off is observed in smaller samples, we carried out a series of simulation studies that allowed us to look at the average size of the estimate and the average standard error in smaller samples. These studies extend the work of Hoyle and Kenny (1999) by considering bias correction when \( X \) and \( Y \) as well as \( M \) are measured with error and by considering the precision–accuracy trade-off.

Simulation studies are carried out with computer programs to create data that are consistent with a known population model. These data can be analyzed with different analytic methods to see how well each method can recapture the known true values used in the simulations. Because the data are constructed with a combination of known structure (the true values) and random numbers from random number generators (to reflect the kind of sampling fluctuation researchers encounter in the real world), it is possible to study both bias and precision of the estimates produced by each analytic method by creating a large number of samples and studying the distributions of each method’s estimates. In our simulations,
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5 When researchers wish to test the indirect effect, \( a \beta \), they are advised to use bootstrap methods of inference rather than the usual ratio of the estimate to its standard error (e.g., Shrout & Bolger, 2002). This is not because estimated standard errors of the indirect effect are inaccurate, but because the distribution of the estimated indirect effect is nonnormal (MacKinnon et al., 2002). This advice applies to tests of the indirect effect in both observed and latent variable models. Although the bootstrap is needed for accurate inference, the standard error still contains useful information about the relative precision of the estimator.
tions, we used the same models that we created for the evaluation of the asymptotic findings in Figure 2. As described in detail in the next section, we created models that had small, medium, or large effect sizes for the indirect effect; half of these also included a direct effect of $X$ on $Y$, whereas half did not. Beyond the structure of the mediation model, we created indicators that had either modest reliability or high reliability. This was done by adding different amounts of random noise to the variables involved in the mediation. Each of the many simulated data sets was then analyzed twice, once with observed variable methods that ignored the problem of unreliability and once with latent variable models that attempt to adjust for unreliability.

**Method**

To anchor our study in a real-world example, we based our simulations on Hodson and Costello’s (2007) mediation model described earlier, in which SDO mediates the relation between interpersonal disgust and attitudes toward immigrants (see Figures 1 and 3). The data were generated to be consistent with the Figure 3 version of this model, so that the first latent variable (interpersonal disgust) positively influenced the second (SDO), which negatively influenced the third (attitudes toward immigrants). As we did in constructing Figures 2 and 4, we kept the absolute size of the $a$ effect equal to that of the $b$ effect (see Table 1), and we set these to create indirect effects ($ab$) that varied in size from small ($ab = -.1$) to medium ($ab = -3$) to large ($ab = -.5$). To increase the generalizability of our findings, we created one mediation model (Model 0) in which the direct effect $c'$ was set to 0 (consistent with a situation in which the association between $X$ and $Y$ was completely explained by the intervening mediator $M$) and one mediation model (Model 1) similar to the results reported by Hodson and Costello with a medium direct effect ($c' = -.3$). We defined the latent variables so that they would have expected variances of 1. We did this by fixing the population variance of the latent variable representing interpersonal disgust to 1, and then we computed the variance of the disturbance of the mediator (SDO) as $1 - a^2$ and the variance of the disturbance of the outcome variable (attitudes) as $1 - (b^2 + c'^2 + 2abc')$.

Next, we simulated three indicators for each of the three factors. When creating the indicators, we added either a small or moderate amount of random noise to manipulate the reliability of the measures between high ($R = .9$) and moderate ($R = .7$). The paths between the latent variables and the indicators were set equal to 1, and the reliability was manipulated by adding measurement error variance to the indicators. We calculated the item error variances for the desired values for the two levels of reliability $R$ using the formula $3(1 - R)/R$, where 3 reflects the number of items in the scale.

Hodson and Costello (2007) reported a sample size of close to 100 ($N = 103$). Hoyle and Kenny (1999) suggested that latent

### Table 1

**Actual Values Used in Simulation**

<table>
<thead>
<tr>
<th>Effect size$^a$</th>
<th>$a$</th>
<th>$b$</th>
<th>$c'$ (direct)</th>
<th>$ab$ (indirect)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 0 ($c' = 0$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (.1)</td>
<td>.316</td>
<td>-.316</td>
<td>0</td>
<td>-.100</td>
</tr>
<tr>
<td>Medium (.3)</td>
<td>.548</td>
<td>-.548</td>
<td>0</td>
<td>-.300</td>
</tr>
<tr>
<td>Large (.5)</td>
<td>.707</td>
<td>-.707</td>
<td>0</td>
<td>-.500</td>
</tr>
<tr>
<td>Model 1 ($c' = -.3$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (.1)</td>
<td>.316</td>
<td>-.316</td>
<td>-.300</td>
<td>-.100</td>
</tr>
<tr>
<td>Medium (.3)</td>
<td>.548</td>
<td>-.548</td>
<td>-.300</td>
<td>-.300</td>
</tr>
<tr>
<td>Large (.5)</td>
<td>.707</td>
<td>-.707</td>
<td>-.300</td>
<td>-.500</td>
</tr>
</tbody>
</table>

*Indirect effect of disgust on attitudes.

Note. $a =$ direct effect of interpersonal disgust on social dominance orientation; $b = $ direct effect of social dominance orientation on attitudes toward immigrants; $c' = $ direct effect of interpersonal disgust on attitudes toward immigrants; $ab = $ indirect effect of interpersonal disgust on attitudes toward immigrants.

---

$^a$ Indirect effect of disgust on attitudes.
variable models could be fruitfully employed with sample sizes of at least 100 (with smaller sample sizes, they found that estimates became less accurate and technical problems were more likely to surface, as noted earlier). Given that small sample sizes are common in the field of social psychology, we used a sample size of 100 in our simulations to allow for appropriate generalizations to the typical studies conducted in this field (see e.g., Paxton, Curran, Bollen, Kirby, & Chen, 2001). In our study, we created 1,000 data sets of 100 observations each using Mplus software (Muthén & Muthén, 2010) for each cell of a 3 (indirect effect size: small vs. medium vs. large) × 2 (reliability: moderate vs. high) × 2 (direct effect model: Model 0 vs. Model 1) design. (See http://sites.google.com/site/ledgerwoodshrout2011 or e-mail the authors for examples of the syntax used to generate a simulation.)

Next, we analyzed the data sets we had simulated for each of the 12 cells of the study design using two analytic strategies. In the first (observed variable analysis), we averaged the three items for each variable together to form composite scores and then used simple regression methods to estimate paths \(a\), \(b\), and \(c’\), as in Figure 1. Because we want to consider both accuracy and precision, we focused on unstandardized coefficients. In the second (latent variable analysis), we allowed the items to act as indicators for their respective factors and fit the data to a SEM model as in Figure 3. We conducted both sets of analyses in Mplus (Muthén & Muthén, 2010) using maximum likelihood estimation.

The two sets of analyses allow us to examine the distribution of the estimates over the 1,000 data sets. If an estimate is unbiased, the mean of the 1,000 sample estimates will be close to the population value used to create the data (see Table 1). If an estimate from one method is more precise than the other, the standard deviation of the 1,000 sample estimates will be smaller for the one than the other. The standard error from a single analysis is designed to approximate the standard deviation from the multiple replications. Just as we can examine the standard deviations for estimates of \(a\), \(b\), and \(c’\), we can also examine the standard deviation of the product of the \(a\) and \(b\) estimates when comparing observed variable and latent variable estimation methods. These standard deviations are well estimated by the Sobel standard error formula (Sobel, 1982) and related estimates (MacKinnon, Lockwood, Hoffman, West, & Sheets, 2002).

In addition to comparing the precision of observed and latent variable estimates of the indirect effect using the standard deviations from the simulations, we considered carrying out bootstrap analyses (Efron & Tibshirani, 1993; Shout & Bolger, 2002) on each of the 1,000 simulated data sets within each condition. Significance tests of the indirect effect based on bootstrapping have been shown to be more accurate than those based on normal theory tests (MacKinnon, Lockwood, & Williams, 2004), and bootstrapping is available for a single analysis in structural equation programs such as Mplus for both observed and latent variable models. However, bootstrapping is not currently available in Mplus simulations, and hence we could not provide an easily implemented method for readers to replicate and extend our results. For this reason, we rely on the standard error of the indirect effect as a useful method for comparing the relative precision of observed and latent variable models across our aggregated data sets, even as we recommend using the bootstrap method for ultimately reporting results from a single study.

Results

The latent variable SEM model failed to converge for three of the 12,000 data sets (all in the moderate reliability, large effect size condition: two for Model 0 and one for Model 1), and so the estimates from these data sets were excluded from subsequent analyses. For each remaining data set, estimates of the indirect effects for the path and hybrid models were computed by multiplying \(ab\) (see Figure 3), and the associated standard errors were calculated in Mplus with a formula similar to the Sobel standard error recommended by Baron and Kenny (1986). Whereas the Sobel approach assumes that the estimates for paths \(a\) and \(b\) are uncorrelated, Mplus uses a multivariate delta method and does not make this assumption (see Bollen, 1989, p. 391).

Table 2 shows the mean unstandardized estimates of the direct and indirect effects, the mean standard errors associated with these effects, and the average magnitude of bias (computed as the difference between the average coefficient estimate and the true parameter value used in the simulation) produced by each analysis strategy at each level of reliability, indirect effect size, and direct effect model. The top portion of the table shows the results for the observed variable analysis, and the bottom portion shows results for the latent variable analysis.

Accuracy

The observed variable analyses yielded systematically biased estimates, consistent with predictions from psychometric theory represented in the Appendix. As expected, the estimates of path \(a\) in these analyses were attenuated by a factor equal to the underlying reliability of the composite measures (see, e.g., Kenny, 1979, Chapter 5). For example, in the medium effect size condition, the path \(a\) that was set to .548 in the simulation was estimated to be 0.587. To verify the assumption that the standard error of the indirect effect provides information about precision that is comparable to the bootstrap method, we sampled 54 simulated data sets (nine from each of the conditions shown in Table 1) to represent the range of precision conditions, and we carried out bias-corrected bootstrap analyses of the indirect effect within each individual data set using Mplus for both the observed variable model and the latent variable model. As a measure of precision, we calculated the width of the bootstrap confidence interval from the estimate to the bound relevant to the significance test (the upper bound in our example). We compared this bootstrap measure with the estimated standard error across the 56 samples. The two measures of precision were highly correlated: .97 for observed variable models and .94 for the latent variable models. We also found that the ratios of the bootstrap interval to the standard error were very similar for the two kinds of models: 1.63 for the observed variable indirect estimate and 1.60 for the latent variable indirect effect. Had the normal theory test of the indirect effect been equivalent to the bootstrap test, we would have expected these ratios to be 1.96 on average. Because the deviation from this value was comparable for both observed and latent variable models, we can conclude that comparing the precision of the two types of models based on standard errors will lead to the same conclusions about relative precision as would using an alternative measure based on bootstrap methods. We thank our reviewers for helping us to clarify this and other points.
The amount of attenuation for effect $b$ was not precisely proportional to the reliability, but the bias did increase as reliability decreased.\(^8\) For example, in the medium effect size condition of Model 0, the average estimate for the path $b$ was underestimated in some cases and slightly overestimated in others, and bias was generally reduced as reliability increased. In Model 0, where path $c'$ was set to 0 in the simulation, the average estimates produced by the observed variable approach deviated from 0—an issue to which we return in our discussion of power and Type I error.

The bias associated with the direct path $c'$ was affected by both the level of reliability and the sizes of the $a$ and $b$ effects. In Model 1, path $c'$ was underestimated in some cases and slightly overestimated in others, and bias was generally reduced as reliability increased. In Model 0, where path $c'$ was set to 0 in the simulation, the average estimates produced by the observed variable approach deviated from 0—an issue to which we return in our discussion of power and Type I error.

The bias associated with the indirect path ($a' b$) was approximately equal to the product of the reliabilities of the two composite measures. For instance, when the reliability of the two measures was moderate (.7), the estimated effect was approximately half (.49) the size of the effect used to generate the data.

In contrast, the latent variable analysis produced estimates that tended to be centered almost exactly at the actual parameter values (see Table 2, bottom portion). This pattern of differences between the two approaches occurred across all cells of the design but was most striking when scale reliability was moderate. For example, in Model 1, the medium indirect effect of $-.300$ was on average estimated as $-.304$ by a latent variable approach, but as only $-.150$ by the observed variable approach that ignored measurement error.

### Precision

Table 2 reveals other remarkable differences between observed and latent variable approaches to mediation analyses, namely the sizes of the standard errors of the estimates for the two analytic strategies. Consistent with the results from large sample statistical theory, the typical standard errors produced by the observed variable analysis of the composite scores were fairly small for the samples with $N = 100$, but those produced by the latent variable approach were considerably larger. Again, this pattern occurred across all cells of the design but was exacerbated as reliability decreased and effect sizes increased, and was most pronounced for the indirect effects.

\(^8\) The relation of attenuation to reliability is complicated in observed variable analyses because the measurement error affects both the direct path and the adjustment effects.

---

**Table 2**

<table>
<thead>
<tr>
<th>Mediation</th>
<th>$R$</th>
<th>Effect size</th>
<th>$N^a$</th>
<th>Observed variable results</th>
<th>Latent variable results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$a$</td>
<td>$b$</td>
</tr>
<tr>
<td>Model 0</td>
<td>.7</td>
<td>Small</td>
<td>1,000</td>
<td>.219</td>
<td>.097</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>1,000</td>
<td>.381</td>
<td>.092</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large</td>
<td>1,000</td>
<td>.493</td>
<td>.087</td>
</tr>
<tr>
<td>Model 1</td>
<td>.7</td>
<td>Small</td>
<td>1,000</td>
<td>.219</td>
<td>.097</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>1,000</td>
<td>.381</td>
<td>.092</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Large</td>
<td>1,000</td>
<td>.493</td>
<td>.087</td>
</tr>
</tbody>
</table>

---

\(^a\) Number of simulated studies used to calculate the statistics in the table.

\(^b\) Average coefficient would be significant at the $p < .05$ level.
The standard errors produced by the latent variable approach were especially inflated for the moderate reliability, large effect size condition. A closer examination of the distributions of estimates in this cell reveals that the latent variable approach produced a handful of wildly inaccurate outliers. For instance, Figure 5 shows the distribution of estimates for path $a*b$. Although the majority of the estimates are accurately clustered around the true parameter value of $-.500$, a number of them deviate quite substantially (note also that the negatively skewed distribution pulls the mean estimate down below the true parameter value).

The Bias–Precision Trade-Off in Samples With $N = 100$

Just as we examined the accuracy–precision trade-off when considering statistical theory (see Figure 4A), we can plot the relative precision of the latent and observed variable approaches against their relative accuracy using the empirical small sample results from Table 2. Figure 4B shows this trade-off based on the average estimates of the indirect effect in our simulation study on samples with $N = 100$, as a function of effect size and reliability for Model 0. The actual results in Figure 4B closely mirror the theoretically expected values in Figure 4A. The points all fall below the dotted line, indicating that the latent (vs. observed) variable approach produced estimates that are more accurate but less powerful, especially as reliability decreases and effect size increases.

Taking the moderate reliability, medium effect size cell of Model 0 as an example, we can also compare the range of estimates produced by the two analysis strategies (see Figure 6 for a visual comparison of the estimates produced by each approach for the indirect effect in this cell). The sizes of the estimates produced by the observed variable approach that ignored measurement error were typically smaller than the actual parameter values for paths $a$, $b$, and $a*b$ and too large for path $c'$. In contrast, the estimates produced by the latent variable approach were typically close to the actual parameter values. However, they varied widely, and several fell substantially further from the true parameter value than the most extreme estimates produced by the observed variable approach. Overall, the latent variable approach yielded estimates that were better centered on the actual parameter value, and that usually—but not always—came closer to the actual parameter values than the estimates produced by an observed variable approach. Thus, the inflated variability in the estimates was caused by most of the estimates varying as much above the actual parameter values as below and by a number of outliers that (as noted earlier) tend to dramatically overestimate the effect. As Figure 6 illustrates for the indirect effect, the observed variable estimates almost never recovered the true parameter value, whereas the latent variable estimates averaged very close to it, and yet this latter approach also produced a substantial minority of estimates that were further from the true parameter value than any of the observed variable estimates. This finding underscores the importance of replication when using latent variable techniques.

Power

We also examined the bias–precision trade-off at a lower level by testing each coefficient in each data set for significance, to compare how frequently an observed versus latent variable approach produced significant results. This can be viewed as a power analysis for these approaches when the sample is set to 100 and the effect sizes are set to the designated values in Table 1.

For the most part, the two analytic strategies had comparable power for tests of path $a$ (see Table 3), although the observed variable analysis had somewhat greater power to detect path $a$ when reliability was moderate and the indirect effect size was small. More striking differences between the two approaches emerged for the tests of effect $b$ and $a*b$: The observed variable
approach had more power to correctly detect these effects across all levels of reliability and effect size. This difference was especially pronounced when reliability was moderate. For instance, in Model 0 with .7 reliability, the power for the observed variable test of the $a/b$ effect was about .85 for the medium effect size but dropped to only about .53 for the latent variable test of the same effect.

The power comparisons are most meaningful if the approaches have the same level of Type I error. However, Table 3 reveals a Type I error problem. For Model 0, one expects the percent of significant tests of effect $c'$ to be 5%, the conventional Type I error rate. This is because the true value of $c'$ in the simulation was set to 0 for this model. For the latent variable analyses, the percent of significant findings for Model 0 tests of path $c'$ was below 5% when scale reliability was moderate and just slightly above (5.5%–6.1%) when reliability was high. However, when these same data were analyzed with an observed variable approach, the percent of significant findings for path $c'$ ranged from 5.8% to as large as 30.1%, indicating an increased risk of Type I errors for the observed variable analysis of contaminated measures (for more on Type I errors in regression estimates when variables are measured with error, see Bollen, 1989; Cole & Maxwell, 2003, pp. 566–568; Kenny, 1979, pp. 79–83). The Type I error rate increased as reliability decreased and as indirect effect size increased. The fact that the observed variable approach has an inflated Type I error rate for Model 0 is problematic and calls into question its apparent greater power for detecting path $c'$ in Model 1: When analyzing real data, it would be impossible to know whether an observed variable approach detected path $c'$ because it was really there (as in Model 1) or simply because of an inflated Type I error rate (as in Model 0).

**Discussion**

The results of both the theoretical analysis and the simulation studies presented here suggest that the trade-off between accuracy and precision in latent variable modeling is both sizable and complex. In line with past research (e.g., Hoyle & Kenny, 1999; Stephenson & Holbert, 2003), we found that latent variable models provided coefficient estimates that were typically more accurate (and appreciably larger, for paths $a$, $b$, and $a/b$) than those produced by an observed variable approach that ignored measurement error. However, the adjustment for measurement error came at a cost. The precision of the latent variable models was noticeably reduced relative to observed variable models. Latent variable models have more parameter estimates than observed variable models and consequently are able to fit the data better. This means that these models fit sampling fluctuations more than observed variable models, with the result that the estimates are more influenced by sampling noise. As a consequence, in any one sample in our simulation study, latent variable estimates could substantially over- or underestimate the actual parameter value, and that risk was reflected in larger standard errors. In contrast, observed variable analyses yielded biased estimates that were sizably smaller.

### Table 3

<table>
<thead>
<tr>
<th>Mediation</th>
<th>$R$</th>
<th>Effect size</th>
<th>$N$</th>
<th>$a$</th>
<th>$b$</th>
<th>$c'$</th>
<th>$a/b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed variable results</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 0</td>
<td>.7</td>
<td>Small</td>
<td>1,000</td>
<td>60.7</td>
<td>57.8</td>
<td>6.7</td>
<td>14.4</td>
</tr>
<tr>
<td>Medium</td>
<td>1,000</td>
<td>97.7</td>
<td>92.6</td>
<td>12.6</td>
<td>84.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>1,000</td>
<td>100</td>
<td>98.1</td>
<td>30.1</td>
<td>97.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.9</td>
<td>Small</td>
<td>1,000</td>
<td>81.8</td>
<td>77.9</td>
<td>5.8</td>
<td>44.0</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>1,000</td>
<td>100</td>
<td>99.2</td>
<td>7.3</td>
<td>98.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>1,000</td>
<td>100</td>
<td>99.9</td>
<td>13.6</td>
<td>99.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>.7</td>
<td>Small</td>
<td>1,000</td>
<td>60.7</td>
<td>69.8</td>
<td>12.6</td>
<td>84.7</td>
</tr>
<tr>
<td>Medium</td>
<td>1,000</td>
<td>97.7</td>
<td>98.2</td>
<td>83.7</td>
<td>93.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>1,000</td>
<td>100</td>
<td>99.9</td>
<td>97.4</td>
<td>99.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.9</td>
<td>Small</td>
<td>1,000</td>
<td>81.8</td>
<td>85.1</td>
<td>8.3</td>
<td>84.6</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>1,000</td>
<td>100</td>
<td>99.9</td>
<td>94.0</td>
<td>99.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>1,000</td>
<td>100</td>
<td>100</td>
<td>99.6</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latent variable results</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 0</td>
<td>.7</td>
<td>Small</td>
<td>1,000</td>
<td>52.7</td>
<td>44.9</td>
<td>3.8</td>
<td>5.9</td>
</tr>
<tr>
<td>Medium</td>
<td>1,000</td>
<td>95.6</td>
<td>75.7</td>
<td>3.8</td>
<td>53.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>1,000</td>
<td>99.7</td>
<td>72.0</td>
<td>3.8</td>
<td>60.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.9</td>
<td>Small</td>
<td>1,000</td>
<td>81.2</td>
<td>76.1</td>
<td>5.5</td>
<td>41.0</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>1,000</td>
<td>99.9</td>
<td>98.5</td>
<td>6.1</td>
<td>97.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>1,000</td>
<td>100</td>
<td>99.7</td>
<td>6.1</td>
<td>99.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>.7</td>
<td>Small</td>
<td>1,000</td>
<td>52.7</td>
<td>49.0</td>
<td>45.8</td>
<td>8.8</td>
</tr>
<tr>
<td>Medium</td>
<td>1,000</td>
<td>95.8</td>
<td>82.9</td>
<td>37.7</td>
<td>70.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>1,000</td>
<td>99.8</td>
<td>83.1</td>
<td>31.0</td>
<td>80.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.9</td>
<td>Small</td>
<td>1,000</td>
<td>81.1</td>
<td>80.9</td>
<td>80.7</td>
<td>48.2</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>1,000</td>
<td>99.9</td>
<td>99.9</td>
<td>83.1</td>
<td>99.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large</td>
<td>1,000</td>
<td>100</td>
<td>100</td>
<td>88.6</td>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Number of simulated studies used to calculate the percentages in the table.
than the actual parameter values for $a$, $b$, and $a+b$, but did so consistently and therefore had smaller standard errors.

**Precision Versus Accuracy**

The trade-off between precision and accuracy and the question of which to prioritize echoes an ongoing discussion in the field about alternative goals in conducting research (e.g., Abelson, 1985; Cohen, 1990, 1994; Cortina & Dunlap, 1997; Prentice & Miller, 1992; Schmidt, 1996). Whereas some studies focus primarily on establishing evidence that an effect exists (the purview of null hypothesis testing), others seek to shed light on the strength of the relations between variables. The latter goal calls for estimating parameter values and for representing precision with confidence intervals. Researchers concerned with the first goal are likely to be most concerned with maximizing precision, whereas researchers concerned with the second are likely to prioritize accuracy. Clearly, however, both are important, and we need to understand the costs of choosing an analytic strategy that achieves one at the expense of the other.

Because the observed variable approach yields estimates that are more precise, analyses that take this approach can apparently have more statistical power. Investigators using observed variables may therefore obtain results that seems worth reporting on the basis of the statistical significance of the mediated indirect effect. However, the seeming advantage of this approach for a single article is likely to be a disadvantage for the field. Our analysis shows that the observed variable approach is likely to underestimate the amount of variation that is explained by the mediating variable. Theory construction and testing can be hampered by these errors, especially if the biased results are replicated by other observed variable analyses.

From an accuracy standpoint, the latent variable approach tended to give better estimates on average across all levels of effect size and reliability. Both direct and indirect effects were more likely to be correctly estimated when latent rather than observed variables were employed. Thus, the best way to shed light on the true value of the relations between psychological constructs is to use latent variable methods, especially when employing measures that do not have high reliability. However, in such cases, it is particularly important to collect larger samples to offset the imprecision of the latent variable approach.

Moreover, a latent variable approach is less likely than an observed variable approach to incorrectly detect some null effects, such as path $c'$ in Model 0 (when the true parameter value was 0; see also Cole & Maxwell, 2003, pp. 566–568). Whereas the latent variable approach produced Type I error rates for path $c'$ that were quite close to the expected 5%, the observed variable approach yielded larger percentages of Type I errors, especially for the larger effect size conditions. Thus, when the mediating variable is measured with error, observed variable approaches are too likely to incorrectly detect a direct effect of $X$ on $Y$ when none exists. Similarly, in supplementary analyses not reported here, an observed variable approach was sometimes too likely to detect an effect of $M$ on $Y$ (path $b$) when this path was set to 0 in the simulation.

Taken together, then, these findings suggest that ironically, an observed variable approach that ignores measurement error often yields incorrect estimates with little variability, whereas a latent variable approach tends to converge on the correct parameter values but with greater uncertainty. Importantly, this pattern was especially pronounced when the measures in our model had only moderate reliability. When reliability is high, the estimates produced by an observed variable approach are less attenuated (see also Hoyle & Kenny, 1999), and a latent variable approach yields smaller standard errors and is often as powerful as a model based on observed variable analyses. In other words, the better defined a factor is, the smaller the costs involved with either approach.

As reliability decreases, both approaches become more troublesome. Even with an alpha of .7, which is typically considered an acceptable level of reliability in our field, observed variable approaches greatly underestimate path coefficients and can produce highly inflated Type I error rates, and latent variable approaches lose considerable power and (especially with large effect sizes) can occasionally yield wildly inaccurate estimates. Thus, one key implication of the present study is that low or even “moderate” levels of reliability can be more problematic than social psychologists often assume in their day-to-day research.

**Implications and Recommendations**

In this article, we built on Hoyle and Kenny (1999), who considered the bias associated with unreliable mediating variables but perfectly reliable $X$ variables. Perfect reliability for the initial $X$ variable is most conceivable when it represents level of an experimental manipulation. We extended this previous work by examining the relative precision of observed versus latent variable approaches and by examining models with unreliability in both the predictor and mediating variables. In separate analyses (not reported here but available from the authors), we replicated the biases reported by Hoyle and Kenny with a simulation study that treated $X$ as binary (reflecting a two-condition experiment). These analyses also verified that the accuracy–precision principles we have described apply similarly (though slightly less dramatically) to mediation studies arising from experiments. Regardless of whether a predictor is manipulated or measured, the increased accuracy provided by a latent variable approach comes at the cost of reduced precision.

This pattern has important implications for social psychologists seeking to shed light on questions of mechanism and process via mediation methods. If we want to advance science, we need both unbiased estimates that converge on the true relations between variables in the population and stable results. Given the present findings, it is now clear that not only are observed variable analyses potentially biased, but latent variable analyses are potentially unstable. Researchers must therefore strive to avoid both of these pitfalls. Below we outline three recommendations for maximizing both accuracy and precision in mediation analyses. The first two are well known to quantitative researchers but bear repeating in this context. The third suggests a new, two-step analytic strategy that capitalizes on the benefits provided by each approach studied here while sidestepping drawbacks associated with relying exclusively on observed or latent variable analyses.

1. **Invest in reliable measures.** Attempting to adjust for unreliability will always be more complicated than simply using a reliable measure in the first place. Table 3 illustrates the dramatic boost in power to detect an indi-
rect effect shown by both analytic approaches when reliability increases. Instead of settling for measures with mediocre reliability on the assumption that an alpha of .7 is considered adequate, researchers may wish to take advantage of this power boost and seek out more reliable measures.

2. Plan mediation studies that have adequate power. The Mplus syntax used for our simulation studies (see http://sites.google.com/site/ledgerwoodshrout2011) can provide an important and useful tool when planning a mediation study that will be analyzed with a latent variable approach. It can be modified to estimate power to detect paths in any three-variable model and can be adjusted to see the effects of increasing reliability or sample size.

3. When highly reliable measures are unattainable, use a two-step strategy for testing and estimating the indirect effect in a three-variable mediation model. In Step 1, use observed variables to test the indirect effect $ab$ for significance.\(^9\) In Step 2, estimate $ab$ using a latent variable approach that adjusts for measurement error.

Limitations and Extensions

We limited our theoretical and empirical analyses to mediation models in which the variables were normally distributed, with the exception of the supplemental analyses briefly mentioned above that treated the $X$ variable as binary. It is possible that the results would be different for nonnormal data, such as skewed data or ordinal data, and future research should investigate this possibility. Moreover, the application of structural equation models to nonnormal data becomes increasingly problematic as the sample size gets small (Wang, Fan, & Willson, 1996). The Mplus syntax that we provide online can be modified to examine small sample studies when certain nonnormal data patterns are expected.

To describe the precision of the mediation effects, we focused on expected and observed errors of the estimates. Importantly, our simulation studies verified that the estimated standard errors gave values that approximated the observed variation of the $a$, $b$, $c'$, and $ab$ estimates. Although the standard errors provide a convenient index of precision, we are not recommending that normal theory tests based on the standard errors be used to test the indirect effect, $ab$, in an individual study. We are distribution of the indirect effect is not normally distributed, and normal theory tests of indirect effects are typically conservative (e.g., Shrout & Bolger, 2002). The absolute number of significant results reported in Table 3 for the indirect effect would be larger (for both observed and latent variable estimates) if the bootstrap were used for tests, but the overall result that latent variable models are less powerful than observed variable models is not expected to change (see Footnote 7).

Kenny (personal communication, July 1, 2008) pointed out that the precision of latent variable estimates can be increased if it is possible to constrain the paths from the latent variables to the observed indicators (i.e., loadings) to be equal. This constraint was appropriate in our simulation studies, which assumed constant confirmatory factor loadings and identically scaled variables (but note that in practice, researchers will want to choose constraints appropriate for their theoretical model and data set).\(^10\) In analyses not reported here but available from the authors, we confirmed that the constraint did indeed improve the precision of the estimates from the latent variable approach, but the increase was small relative to the overall accuracy–precision trade-off described here.\(^11\) When indicators are created from construct-based parcels of balanced items, it is advisable to take advantage of the improved precision of constrained factor loadings.

Although item parcels can be useful in defining latent variables, Sterba and MacCallum (2010) recently showed that the composition of the items into the parcels adds an extra source of variation into the analyses. The amount of variation due to parcel allocation decreases when sample size gets larger, when the number of items allocated to parcels increases, and when the internal consistency of the item set increases. In cases where parcel allocation variation is of concern, Sterba and MacCallum offer a programming tool to reduce its effects by averaging results from randomly allocated parcel groups.

In some cases, the sample size in a mediation study is not sufficient to consider latent variable models that can adjust for measurement error. At the very least, we recommend that investigators acknowledge the possibility of bias in these cases. Coffman and MacCallum (2005) described a way to adjust for unreliability with a structural equation program when the degree of reliability is considered to be a known constant rather than a quantity to be estimated from latent variable models. This method should be considered regardless of whether the measured variable is a simple sum of items or a weighted average of items such as a factor score. Even though factor scores have somewhat better reliability than simple averages (McDonald, 1999; p. 89), they are still contaminated by measurement error in the items. McDonald’s (1999) omega statistic provides the appropriate reliability estimate if factor scores are used. The Coffman and MacCallum adjusted analysis can be fit with a somewhat smaller sample than a latent variable model; the final result depends on the assumed reliability value rather than a comprehensive model of the data.

Finally, we note that we deliberately avoided using the language of “partial” and “complete” mediation in this article. Although this distinction is clear in population models such as Model 0, for which the value of $c'$ was exactly 0, the claim of complete mediation is problematic in practice. When observed variables are not perfectly reliable, our results show that investigators who analyze observed variables are likely to reject the null hypothesis, $H_0$: $c' = 0$, even if Model 0 is correct. On the other hand, when latent variable models are used, there is rarely sufficient power to definitively establish that the direct effect is 0. We therefore join others in recommending that investigators pursue mediation mod-

\(^9\) In supplementary analyses (not reported here but available from the authors), we confirmed that the observed variable approach generally produces acceptable Type I error rates when there is in fact no real indirect effect (i.e., when path $a$ and/or path $b$ is set to 0 in the simulation).

\(^10\) For instance, when variables are not scaled identically, communalities can be constrained to be equal across the indicators of a particular latent variable.

\(^11\) The constraint was more successful at increasing the precision of the latent variable approach when $X$ was binary and uncontaminated by measurement error.
els that help explain associations but refrain from attempting to conclude that no other mediation path need be considered (see, e.g., Rucker, Preacher, Tormala, & Petty, 2011).

Conclusion

Whereas an observed variable approach to mediation analysis produces biased estimates with little variability, a latent variable approach produces estimates that converge on the true value of the indirect effect, but at the cost of increased standard errors and reduced power to detect the effect in the first place. Researchers could capitalize on the advantages of each approach in a three-variable mediation model by using an observed variable analysis (e.g., regression) to test an indirect effect for significance and a latent variable analysis (e.g., SEM) to estimate the path coefficient more accurately.
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**Appendix**

### Calculating Expected Bias and Precision

#### Expected Bias of Ordinary Least Squares (OLS) When Unreliability Is Ignored

The path model from Figure 1 implies two regression equations. To simplify the analysis, we assume that the variables all have mean 0. The equations are

\[ M = aX + \epsilon_M \]
\[ Y = bM + c'X + \epsilon_Y. \]

Cohen et al. (2003) described the OLS estimates for unstandardized variables as follows:

\[ \hat{a} = \frac{r_{MY}}{1 - r_{XM}r_{MY}} \left( \frac{S_Y}{S_Y} \right). \]  

\[ \hat{b} = \frac{r_{MY} - r_{XY}r_{XM}}{1 - r_{XM}^2} \left( \frac{S_Y}{S_Y} \right) \]  

\[ \hat{c'} = \frac{r_{XY} - r_{YM}r_{XM}}{1 - r_{XM}^2} \left( \frac{S_Y}{S_Y} \right). \]  

The quantities \( r_{MX}, r_{XMY}, \) and \( r_{XY} \) represent the correlations among the \( X, M, \) and \( Y \) variables, and the quantities \( S_X, S_M, \) and \( S_Y \) represent the standard deviations of the variables. When the ratios of the standard deviations are removed, the equations give standardized regression estimates. If \( X \) and \( M \) are measured without error, then these estimates provide unbiased estimates of population values. However, if \( X \) has reliability \( R_X, M \) has reliability \( R_M, \) and \( Y \) has reliability \( R_Y, \) then the observed correlations become \( r_{XM} = r_{XM} \sqrt{R_XR_M}, r_{XY} = r_{XY} \sqrt{R_XR_Y}, \) and \( r_{MY} = r_{MY} \sqrt{R_MR_Y}. \) When these are used with Equations A1–A3, one obtains estimates of the biased values. Figure 2 was created by considering a range of values of \( R_M \) and \( R_X \) for mediation models with small, medium, and large effects. To make these calculation more convenient to carry out, we created an Excel sheet that can be downloaded (http://sites.google.com/site/ledgerwoodshrotut11).

#### Expected Precision of OLS Estimates and Structural Equation Modeling (SEM) Latent Variable Estimates

For the OLS estimates described by Equations A1–A3, the asymptotic standard errors\(^{12}\) can be expressed explicitly. For the estimate of \( a, \) the standard error is

\[ Se(\hat{a}) = \sqrt{\frac{1 - r_{XM}^2}{n}} \frac{\sigma_M}{\sigma_X} \]  

For Equations A2 and A3, the asymptotic standard errors are obtained by taking the square root of the diagonal elements of the matrix

\[ \sqrt{\left[ \begin{array}{c} Se(\hat{a}) \\ Se(\hat{b}) \\ Se(\hat{c'}) \end{array} \right]} = \sqrt{\frac{1 - R_{XY}^2}{n}} S_Y^{-1} \sigma_Y^2, \]

where \( R_{XY}^2 \) is the squared multiple correlation for \( Y \) and \( S_Y^{-1} \) is the inverse of the covariance matrix of the independent variables \( (M, X). \) As the sample size, \( n, \) gets larger, the standard errors get smaller by a factor of \( 1/\sqrt{n}. \) The standard errors are also affected by the degree of correlation among the variables. Most notably, the

\[ 12 \text{ Because we will be comparing the OLS standard error to the standard error of the SEM maximum likelihood estimates, we use asymptotic forms. We assume the variables have population mean 0 and variance 1, but the standard errors are for unstandardized effects.} \]

(Appendix continues)
larger the effect $a$, the larger the correlation of $X$ and $M$, and the larger the diagonal of $S^{-1}$, which leads to greater standard errors for $b$ and $c'$ (see Cohen et al., 2003, p. 86).

Instead of being based on the correlations of three variables—$X$, $M$, and $Y$—the SEM estimates of the model shown in Figure 3 depend on correlations among nine variables: $X_1$, $X_2$, $X_3$, $M_1$, $M_2$, $M_3$, $Y_1$, $Y_2$, $Y_3$. Suppose the sample variance–covariance matrix is called $\Sigma$. It is a nine-by-nine matrix with the variances of the indicators on the diagonal and the covariances among pairs of indicators in the off-diagonal. In SEM, multivariate equations are written to create a fitted version of the variance–covariance matrix, which we call $\hat{\Sigma}$. The fitted covariance matrix depends on the $a$, $b$, and $c'$ parameters from Figure 3 as well as the paths between each latent variable and its indicators, and the variances of the residuals. There are 21 parameters in this model that will be estimated, and statisticians represent them as a list in a vector called $\theta$. Although the nine-by-nine matrix has 45 distinct elements, the fit depends on the 21 elements in $\theta$, leaving $45 - 21 = 24$ degrees of freedom to assess the quality of fit. Unlike OLS, the maximum likelihood (ML) estimation method does not lead to explicit equations like Equations A1–A3. Instead, SEM programs use numerical methods to find values of the $\theta$ estimates that make $\Sigma$ resemble the sample variance–covariance matrix $S$. According to Bollen (1989, pp. 134–135), the degree of resemblance is quantified by the ML-fitting equation

$$F_{ML} = \ln|\hat{\Sigma}| + \text{trace}[\hat{\Sigma}^{-1}] - \ln |\Sigma| - 9.$$  \hspace{0.5cm} (A4)

Values of $a$, $b$, $c'$, and the 18 other parameters in $\theta$ are chosen by the numerical methods to make Equation A4 as small as possible. These methods essentially evaluate $F_{ML}$ for different trial values of $a$, $b$, $c'$, and the other parameters, and when there is no improvement for small additional changes, the result is considered to be the ML estimate. This method of estimation is the default in most SEM programs.

Like the OLS estimates, the precision of the ML estimates depends on the sample size and the pattern of associations among the variables in the model. When the ML estimate is relatively more precise, the rate of change in $F_{ML}$ as $a$, $b$, $c'$, and the other parameters approach the optimal values is high: Small changes in the trial estimates are associated with relatively large changes in $F_{ML}$. When the estimate is less precise, the rate of change of $F_{ML}$ is not strongly related to the final ML values. Statistical theory (Bollen, 1989, p. 135) states that standard errors can be computed from the second derivative of $F_{ML}$ with respect to the list of parameters being estimated. The second derivatives provide a measure of how quickly $F_{ML}$ would change as the estimates of the parameters move slightly from the values that minimize Equation A4. In practice, the numerical algorithm that finds the ML estimates can also provide an estimate of the second derivatives of $F_{ML}$ near the ML solution. The asymptotic variance–covariance matrix of the $\theta$ estimates is given by

$$\text{Var}(\hat{\theta}) = \left(\frac{2}{n}\right) \left(\text{E}\left[\frac{\partial^2 F_{ML}}{\partial \theta^2}\right]\right)^{-1}. \hspace{0.5cm} (A5)$$

The second derivatives in this equation are conceived to be constant once a model such as that in Figure 3 is specified. However, the numerical methods for estimating it are influenced by sampling variation. One way to obtain values for the matrix that are not much affected by sampling variation is to use simulation provisions in SEM software such as Mplus (Muthén & Muthén, 2010) to create a very large simulated data set that follows the model in Figure 3. The standard errors computed by extremely large data sets will not be much affected by sampling error, and then Equation A5 can be used to rescale the obtained standard error to smaller sample sizes of interest. For example, if $N = 10,000$ for a large simulated data set, but one wishes to know the asymptotic standard error of $n = 100$, then one multiplies the result from Equation A5 by $N/n = 10,000/100 = 100$. This method was used to compute the asymptotic standard errors shown in Figure 4.
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